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Abstract

In this paper, we define two new sequences using the generalized Ja-
cobsthal numbers and generalized Pell (p, i)− numbers. First, sequences
are obtained from the characteristic polynomials of these numbers and
then sequences are derived from the Hadamard-type product of these
polynomials. The determinants and combinatorial and exponential rep-
resentations of these new sequences are given. As an application, they
are used in an RSA cryptosystem.
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Secondary: 68R01, 68P30, 15A15

Key Words and Phrases: Jacobsthal numbers, Pell numbers, cryp-
tography, matrix, RSA cryptosystem

1. Introduction

The Pell numbers denoted by {Pn}∞0 are defined as

Pn = 2Pn−1 + Pn−2, n ≥ 0,

with initial conditions P0 = 0 and P1 = 1. The Pell sequence can be gen-
erated in different ways. One is via the generalized Pell (p, i)−numbers
that are defined as follows.

Definition 1.1 ([19]). For p ∈ N and 0 ≤ i ≤ p, the generalized
Pell (p, i)−numbers are

P i
n(p) = 2P i

n−1(p) + P i
n−p−1(p), n > p+ 1,

with initial conditions P i
0(p) = P i

1(p) = · · · = P i
i (p) = 0 and P i

(i+1)(p) =

· · · = P i
p(p) = 1.

For example, if i = 2 and p = 3, we have

P 2
n(3) = 2P 2

n−1(3) + P 2
n−4(3), n > 4,

so the sequence is {P 2
n(3)}∞0 = {0, 0, 0, 1, 2, 4, 8, 17, 36, 76, 160, · · · }.

The k−step generalized Pell sequence was introduced in [7] and its
properties modulo m were investigated. The quaternion-Pell sequence
was defined in [8] and some useful results were obtained. The generalized
order 2−Pell sequences of some classes of groups were investigated in [12].
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In [13], the Fibonacci length and generalized order of k-Pell sequences of
the 2-generator p−groups of nilpotency class 2 were obtained.

The Jacobsthal numbers Jn are another important sequence which is
defined as, [15],

Jn = Jn−1 + 2Jn−2, n ≥ 0,

with initial conditions J0 = 0 and J1 = 1. The Jacobsthal numbers have
many generalizations [9, 27], one of which is as follows.

Definition 1.2. For k ⩾ 2, the generalized Jacobsthal numbers,
Jn,k, are [3]

Jn,k = (k − 1)Jn−1,k + kJn−2,k, n ≥ 2,

with initial conditions J0,k = 0 and J1,k = 1.

For example, if k = 2 we have Jn,2 = Jn−1,2 +2Jn−2,2 so the sequence
is {Jn,2}∞0 = {0, 1, 2, 6, 16, · · · }. The characteristic polynomials of the
generalized Pell (p, i)−numbers and generalized Jacobsthal numbers are
xp+1 − 2xp − 1 and x2 − (k − 1)x− k, respectively.

The Hadamard-type product of polynomials f and g is defined as
follows, [2].

Definition 1.3. The Hadamard-type product of polynomials f and
g is f ∗ g =

∑∞
i=0(ai ∗ bi)xi, where

ai ∗ bi =
{

aibi, if aibi ̸= 0,
ai + bi, if aibi = 0,

and f(x) = amx
m+· · ·+a1x+a0 and g(x) = bnx

n+bn−1x
n−1+· · ·+b1x+b0.

An important application of sequences is in cryptography. In [22],
the Fibonacci sequence was used for image encryption. The Fibonacci
sequence was employed in [1] to secure data for transmission. In [23],
Fibonacci matrices were used to construct an Affine-Hill cipher. Here,
an RSA algorithm using sequences is proposed.

The RSA algorithm [26] is

M e ≡ C (mod n),

Cd ≡ M (mod n),

where M and C are the plaintext and ciphertext, respectively, n is a
prime number, e is the public key, and d is the secret key. It is an
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important public key cryptosystem that has been studied extensively
[16, 17, 18]. In [4], an attack on a short secret exponent dq modulo a
larger RSA prime q was presented. A multi-signature RSA algorithm
which has both fixed length and verification time was given in [11]. In
[6], fixed points of the RSA algorithm were obtained to provide estimates
for the randomly chosen parameters. The weaknesses of this algorithm
with multiple encryption and decryption exponents were studied in [25].

Motivated by the above results, we introduce two new sequences from
generalized Pell (p, i)−numbers and the generalized Jacobsthal numbers
and examine their properties. These sequences are used to obtain new
RSA cryptosystems and their security is studied. This is one of the first
applications of sequences in cryptography.

The remainder of this paper is organized as follows. In Sections 2
and 3, we present the generalized Jacobsthal-Pell (k, p)−sequences and
Hadamard-type generalized Jacobsthal-Pell (k, p)−sequences, respectively.
Then the generalized Jacobsthal-Pell (k, p)−sequence matrix and gener-
alized Jacobsthal-Pell (k, p)−sequence matrix are used to develop two
RSA algorithms.

2. The generalized Jacobsthal-Pell (k, p)−sequences

In this section, we introduce new sequences from the characteristic
polynomials of the generalized Pell (p, i)−numbers and generalized Ja-
cobsthal numbers. Then, some results are obtained that will be useful in
subsequent sections.

The generalized Jacobsthal-Pell (p, k)−sequences, p an integer, are
defined as follows.

Definition 2.1. For k ≥ 2 and p an integer, p ≥ 3, the generalized
Jacobsthal-Pell (k, p)−sequences, {JPn(k, p)}∞0 , are

JPn+p+3(k, p) = (k + 1)JPn+p+2(k, p)− (k − 2)JPn+p+1(k, p)

− 2kJPn+p(k, p) + JPn+2(k, p)− (k − 1)JPn+1(k, p)− kJPn(k, p),

n ≥ 0, (1)

where JP0(k, p) = JP1(k, p) = · · · = JPp+1(k, p) = 0 and
JPp+2(k, p) = 1.
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Example 2.1. For k = 3 and p = 3 we have

JPn+6(3, 3) = 4JPn+5(3, 3)− 1JPn+4(3, 3)− 6JPn+3(3, 3)

+ JPn+2(3, 3)− 2JPn+1(3, 3)− 3JPn(3, 3), n ≥ 0,

so the sequence is

{JPn(3, 3)}∞0 = {0, 0, 0, 0, 0, 1, 4, 15, 50, 162, 510, · · · }.

From (1),


JPn+p+3(k, p)
JPn+p+2(k, p)

...
JPn+2(k, p)
JPn+1(k, p)



=



k + 1 −(k − 2) −2k 0 · · · 0 1 −(k − 1) −k
1 0 0 0 · · · 0 0 0 0
0 1 0 0 · · · 0 0 0 0
...

...
...

...
. . .

...
...

...
...

0 0 0 0 · · · 1 0 0 0
0 0 0 0 · · · 0 1 0 0
0 0 0 0 · · · 0 0 1 0



×


JPn+p+2(k, p)
JPn+p+1(k, p)

...
JPn+1(k, p)
JPn(k, p)

 .
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Lemma 2.1. For p = 3, k = 3, and n ≥ 6 we have

(Γ3(3))
n =


JPn+5(3, 3) −(6JPn+3(3, 3) + JPn+4(3, 3)) + Pn(3)
JPn+4(3, 3) −(6JPn+2(3, 3) + JPn+3(3, 3)) + Pn−1(3)
JPn+3(3, 3) −(6JPn+1(3, 3) + JPn+2(3, 3)) + Pn−2(3)
JPn+2(3, 3) −(6JPn(3, 3) + JPn+1(3, 3)) + Pn−3(3)
JPn+1(3, 3) −(6JPn−1(3, 3) + JPn(3, 3)) + Pn−4(3)
JPn(3, 3) −(6JPn−2(3, 3) + JPn−1(3, 3)) + Pn−5(3)

−6JPn+4(3, 3) + Pn+1(3) Pn+2(3)
−6JPn+3(3, 3) + Pn(3) Pn+1(3)
−6JPn+2(3, 3) + Pn−1(3) Pn(3)
−6JPn+1(3, 3) + Pn−2(3) Pn−1(3)
−6JPn(3, 3) + Pn−3(3) Pn−2(3)
−6JPn−1(3, 3) + Pn−4(3) Pn−3(3)

−(3JPn+3(3, 3) + 2JPn+4(3, 3)) −3JPn+4(3, 3)
−(3JPn+2(3, 3) + 2JPn+3(3, 3)) −3JPn+3(3, 3)
−(3JPn+1(3, 3) + 2JPn+2(3, 3)) −3JPn+2(3, 3)
−(3JPn(3, 3) + 2JPn+1(3, 3)) −3JPn+1(3, 3)
−(3JPn−1(3, 3) + 2JPn(3, 3)) −3JPn(3, 3)
−(3JPn−2(3, 3) + 2JPn−1(3, 3)) −3JPn−1(3, 3)

 := (A3(3))
n,

where

Γ3(3) =


4 −1 −6 1 −2 −3
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

 , (2)

and Pn(3) := P 2
n(3).

P r o o f. The proof is by induction on n.
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For p = 3, k = 3, and n = 6 we have

(Γ3(3))
6 =


1582 −1474 −3043 36 −1506 −1530
510 −458 −964 17 −474 −486
162 −138 −296 8 −145 −150
50 −38 −88 4 −42 −45
15 −10 −23 2 −11 −12
4 −1 −6 1 −2 −3



=


JP11(3, 3) −(6JP9(3, 3) + JP10(3, 3)) + P6(3)
JP10(3, 3) −(6JP8(3, 3) + JP9(3, 3)) + P5(3)
JP9(3, 3) −(6JP7(3, 3) + JP8(3, 3)) + P4(3)
JP8(3, 3) −(6JP6(3, 3) + JP7(3, 3)) + P3(3)
JP7(3, 3) −(6JP5(3, 3) + JP6(3, 3)) + P2(3)
JP6(3, 3) −(6JP3(3, 3) + JP5(3, 3)) + P1(3)

−6JP10(3, 3) + P7(3) P8(3)
−6JP9(3, 3) + P6(3) P7(3)
−6JP8(3, 3) + P5(3) P6(3)
−6JP7(3, 3) + P4(3) P5(3)
−6JP6(3, 3) + P3(3) P4(3)
−6JP5(3, 3) + P2(3) P3(3)

−(3JP9(3, 3) + 2JP10(3, 3)) −3JP10(3, 3)
−(3JP8(3, 3) + 2JP9(3, 3)) −3JP9(3, 3)
−(3JP7(3, 3) + 2JP8(3, 3)) −3JP8(3, 3)
−(3JP6(3, 3) + 2JP7(3, 3)) −3JP7(3, 3)
−(3JP5(3, 3) + 2JP6(3, 3)) −3JP6(3, 3)
−(3JP4(3, 3) + 2JP5(3, 3)) −3JP5(3, 3)

 .
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Now, assume that the statement holds for n = s. Then, for n = s+ 1

(Γ3(3))
s+1 =


4 −1 −6 1 −2 −3
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0



×


JPs+5(3, 3) −(6JPs+3(3, 3) + JPs+4(3, 3)) + Ps(3)
JPs+4(3, 3) −(6JPs+2(3, 3) + JPs+3(3, 3)) + Ps−1(3)
JPs+3(3, 3) −(6JPs+1(3, 3) + JPs+2(3, 3)) + Ps−2(3)
JPs+2(3, 3) −(6JPs(3, 3) + JPs+1(3, 3)) + Ps−3(3)
JPs+1(3, 3) −(6JPs−1(3, 3) + JPs(3, 3)) + Ps−4(3)
JPs(3, 3) −(6JPs−2(3, 3) + JPs−1(3, 3)) + Ps−5(3)

−6JPs+4(3, 3) + Ps+1(3) Ps+2(3)
−6JPs+3(3, 3) + Ps(3) Ps+1(3)
−6JPs+2(3, 3) + Ps−1(3) Ps(3)
−6JPs+1(3, 3) + Ps−2(3) Ps−1(3)
−6JPs(3, 3) + Ps−3(3) Ps−2(3)
−6JPs−1(3, 3) + Ps−4(3) Ps−3(3)

−(3JPs+3(3, 3) + 2JPs+4(3, 3)) −3JPs+4(3, 3)
−(3JPs+2(3, 3) + 2JPs+3(3, 3)) −3JPs+3(3, 3)
−(3JPs+1(3, 3) + 2JPs+2(3, 3)) −3JPs+2(3, 3)
−(3JPs(3, 3) + 2JPs+1(3, 3)) −3JPs+1(3, 3)
−(3JPs−1(3, 3) + 2JPs(3, 3)) −3JPs(3, 3)
−(3JPs−2(3, 3) + 2JPs−1(3, 3)) −3JPs−1(3, 3)


= (A3(3))

s+1.

2

Using (2), we have Γ3(3) = −2, so the determinant of (Γ3(3))
n is

equal to (−2)n.

Let Γp(3) = [mi,j](p+3)×(p+3) be the companion matrix for the gener-
alized Jacobsthal-Pell (3, p)−sequences. It can readily be established by
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induction n that for p ≥ 4 and n ≥ p+ 3:

(Γp(3))
n =

JPn+p+2(3, p) −(6JPn+p(3, p) + JPn+p+1(3, p)) + Pn(p)
JPn+p+1(3, p) −(6JPn+p−1(3, p) + JPn+p(3, p)) + Pn−1(p)

...
...

JPn+1(3, p) −(6JPn−1(3, p) + JPn(3, p)) + Pn−p−1(p)
JPn(3, p) −(6JPn−2(3, p) + JPn−1(3, p)) + Pn−p−2(p)

−6JPn+p+1(3, 3) + Pn+1(3) Pn+2(3) · · · Pn+p−1(p)
−6JPn+p(3, 3) + Pn(p) Pn+1(p) · · · Pn+p−2(p)

...
...

. . .
...

−6JPn(3, 3) + Pn−p(p) Pn−p+1(p) · · · Pn−2(p)
−6JPn−1(3, 3) + Pn−p−1(p) Pn−p(p) · · · Pn−3(p)

−(3JPn+p(3, p) + 2JPn+p+1(3, p)) −3JPn+p+1(3, p)
−(3JPn+p−1(3, p) + 2JPn+p(3, p)) −3JPn+p(3, p)

...
...

−(3JPn−1(3, p) + 2JPn(3, p)) −3JPn(3, p)
−(3JPn−2(3, p) + 2JPn−1(3, p)) −3JPn−1(3, p)

 ,

where Pn(p) := P p−1
n (p).

Lemma 2.2. The characteristic equation of the generalized Jacobsthal-
Pell (k, p)−sequences

xp+3 − (k + 1)xp+2 + (k − 2)xp+1 + 2kxp − x2 + (k − 1)x+ k = 0,

does not have multiple roots for p ≥ 3 and k ≥ 2 .

P r o o f. It is clear that xp+3 − (k + 1)xp+2 + (k − 2)xp+1 + 2kxp −
x2 + (k − 1)x+ k = (xp+1 − 2xp − 1)(x2 − (k − 1)x− k). We show that
for p > 3, xp+1 − 2xp − 1 = 0 has distinct roots. Suppose β is a root
of f(x) = 0 where f(x) = xp+1 − 2xp − 1 = 0 so that β /∈ {0, 1}. If β
is a multiple root, then f(β) = f

′
(β) = 0. Now, f

′
(β) = 0 and β ̸= 0

give β =
2p

p+ 1
while f(β) = 0 means that βp(β − 2) − 1 = 0. Then

(
2p

p+ 1
)p(− 2

p+ 1
) = 1, which is impossible since the left hand side is less

than 1 for p ≥ 3. On the other hand, the roots of x2 − (k − 1)x− k = 0
are −1 and k. Since (−1)p+1−2(−1)p−1 ̸= 0 and (k)p+1−2(k)p−1 ̸= 0,
the result follows. 2



236 E. Mehraban, T. Aaron Gulliver, E. Hinçal

For the generalized Jacobsthal-Pell (k, p)−sequences, {JPn(k, p)}, we
have

Dp =



k + 1 −(k − 2) −2k 0 · · · 0 1 −(k − 1) −k
1 0 0 0 · · · 0 0 0 0
0 1 0 0 · · · 0 0 0 0
...

...
...

...
. . .

...
...

...
...

0 0 0 0 · · · 0 1 0 0
0 0 0 0 · · · 0 0 1 0

 .

Let β1, β2, · · · , βp+3 be the roots of xp+3 − (k + 1)xp+2 + (k − 2)xp+1 +
2kxp − x2 + (k − 1)x + k = 0 and Up be the following (p + 3) × (p + 3)
Vandermonde matrix

Up =


(β1)

p+2 (β2)
p+2 · · · (βp+3)

p+2

(β1)
p+1 (β2)

p+1 · · · (βp+3)
p+1

...
...

. . .
...

β1 β2 · · · βp+3

1 1 · · · 1

 .

Now let Up(i, j) be a (p+3)×(p+3) matrix obtained from Up by replacing
the jth column of Up by VP (i) where VP (i) is the following (p + 3) × 1
matrix

Vp(i) =


(β1)

n+p+3−i

(β2)
n+p+3−i

...
(βp+3)

n+p+3−i

 .

Theorem 2.1. For p ≥ 3, k ≥ 3, and (Dp)
n = [f

(p,n)
i,j ], we have

f
(p,n)
i,j =

detUp(i, j)

detUp

.

P r o o f. For p ≥ 3 and k ≥ 3, the matrix Dp(k) can be diagonalized
since the eigenvalues are distinct. Let Bp = diag(β1, β2, · · · , βp+3), so
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that DpUp = UpBp. Since Up is invertible, we have

f
(p,n)
i,1 (β1)

p+2 + f
(p,n)
i,2 (β1)

p+1 + · · ·+ f
(p,n)
i,p+3 = (β1)

n+p+3−i,

f
(p,n)
i,1 (β2)

p+2 + f
(p,n)
i,2 (β2)

p+1 + · · ·+ f
(p,n)
i,p+3 = (β2)

n+p+3−i,
...

f
(p,n)
i,1 (βp+2)

p+2 + f
(p,n)
i,2 (βp+2)

p+1 + · · ·+ f
(p,n)
i,p+3 = (βp+2)

n+p+3−i.

f
(p,n)
i,1 (βp+3)

p+2 + f
(p,n)
i,2 (βp+3)

p+1 + · · ·+ f
(p,n)
i,p+3 = (βp+3)

n+p+3−i.

Then it can be concluded that

f
(p,n)
i,j =

detUp(i, j)

detUp

,

for 1 ≤ i, j ≤ p+ 3. 2

Lemma 2.3. Let t(x) be a generation function for the generalized
Jacobsthal-Pell (k, p)−sequences. Then

t(x) =
xp+2

1− (k + 1)x+ (k − 2)x2 + 2kx3 − x(p+1) + (k − 1)xp+2 + kxp+3
·

(3)

P r o o f. We have

t(x) =
∑∞

n=1 JPn(k, p)x
n

= (k + 1)JPn+p+2(k, p)− (k − 2)JPn+p+1(k, p)− 2kJPn+p(k, p)
+JPn+2(k, p)− (k − 1)JPn+1(k, p)− kJPn(k, p)
= xp+2 +

∑∞
n=p+3[(k + 1)JPn+p+2(k, p)− (k − 2)JPn+p+1(k, p)

−2kJPn+p(k, p) + JPn+2(k, p)− (k − 1)JPn+1(k, p)− kJPn(k, p)]x
n

= xp+2 +
∑∞

n=p+3(k + 1)JPn+p+2(k, p)x
n +

∑∞
n=p+3−(k − 2)JPn+p+1(k, p)x

n

+
∑∞

n=p+3−2kJPn+p(k, p)x
n +

∑∞
n=p+3 JPn+2(k, p)x

n

+
∑∞

n=p+3−(k − 1)JPn+1(k, p)x
n − k

∑∞
n=p+3 JPn(k, p)x

n

= xp+2 + (k + 1)
∑∞

n=1 JPn+p+2(k, p)x
n − (k − 2)

∑∞
n=1 JPn+p+1(k, p)x

n

−2k
∑∞

n=1 JPn+p(k, p)x
n +

∑∞
n=1 JPn+2(k, p)x

n

−(k − 1)
∑∞

n=1 JPn+1(k, p)x
n − k

∑∞
n=1 JPn(k, p)x

n

= xp+2 + (k + 1)xt(x)− (k − 2)x2t(x)− 2kx3t(x) + 1xp+1t(x)
−(k − 1)xp+2t(x)− kxp+3t(x).

2
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Theorem 2.2. The generalized Jacobsthal-Pell (k, p)−sequences
{JPn(k, p)} have the following exponential representation

t(x)=xp+2 exp
∞∑
i=1

(x)i

i
((k + 1)− (k − 2)x− 2kx2 + xp − (k − 1)xp+1 − kxp+2)i,

where p ≥ 3.

P r o o f. Using (2), we have

ln t(x) = ln xp+2−ln(1−(k+1)x+(k−2)x2+2kx3−x(p+1)+(k−1)xp+2+kxp+3),

and since

− ln 1− (k + 1)x+ (k − 2)x2 + 2kx3 − x(p+1) + (k − 1)xp+2 + kxp+3

= −[−x((k + 1)− (k − 2)x− 2kx2 + xp − (k − 1)xp+1 − kxp+2)

− 1

2
x2((k + 1)− (k − 2)x− 2kx2 + xp − (k − 1)xp+1 − kxp+2)2

− · · · − 1

i
xi((k + 1)− (k − 2)x− 2kx2 + xp − (k − 1)xp+1 − kxp+2)i − · · · ],

the result follows. 2

Theorem 2.3. For r, p ∈ N and n ≥ p+ 3, we have

(Γp(3))
n(Γp(3))

r = (Γp(3))
r(Γp(3))

n = (Γp(3))
n+r.

P r o o f. The proof is straightforward by induction on r. 2

3. The Hadamard-type generalized Jacobsthal-Pell
(k, p)−sequences

In this section, we define new sequences using the Hadamard type of
the generalized Jacobsthal and Pell (p, i)−numbers.

Definition 3.1. For k ≥ 2 and p an integer, p ≥ 3, the Hadamard-
type sequence, denoted {HJn(k, p)}∞0 , is

HJn+p+1(k, p) = 2HJn+p(k, p)−HJn+2(k, p) + (k − 1)HJn+1(k, p)
−kHJn(k, p), n ≥ 0,

(4)
with initial conditions HJ0(k, p) = HJ1(k, p) = · · · = HJp−1(k, p) = 0
and HJp(k, p) = 1.
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Example 3.1. For p = 3 and k = 2 we have

HJn+4(2, 3) =

2HJn+3(2, 3)−HJn+2(2, 3) +HJn+1(2, 3)− 2HJn(2, 3), n ≥ 0, (5)

so the sequence is

{HJn+4(2, 3)}∞0 = {0, 0, 0, 1, 2, 3, 5, 7, 8, 8, 5,−4,−21, · · · }.

From (4),


HJn+p+1(k, p)
HJn+p(k, p)

...
HJn+2(k, p)
HJn+1(k, p)

 =



2 0 · · · 0 −1 k + 1 −k
1 0 · · · 0 0 0 0
0 1 · · · 0 0 0 0
...

...
. . .

...
...

...
...

0 0 · · · 0 1 0 0
0 0 · · · 0 0 1 0




HJn+p(k, p)
HJn+p−1(k, p)

...
HJn+1(k, p)
HJn(k, p)

 .

Lemma 3.1. For p = 3, k = 2, and n ≥ 4 we have

(ω3(2))
n =


HJn+3(2, 3) −2HJn+3(2, 3) +HJn+4(2, 3)
HJn+2(2, 3) −2HJn+2(2, 3) +HJn+3(2, 3)
HJn+1(2, 3) −2HJn+1(2, 3) +HJn+2(2, 3)
HJn(2, 3) −2HJn(2, 3) +HJn+1(2, 3)

−2HJn+1(2, 3) +HJn+2(2, 3) −2HJn+2(2, 3)
−2HJn(2, 3) +HJn+1(2, 3) −2HJn+1(2, 3)
−2HJn−1(2, 3) +HJn(2, 3) −2HJn(2, 3)
−2HJn−2(2, 3) +HJn−1(2, 3) −2HJn−1(2, 3)


where

ω3(2) =


2 −1 1 −2
1 0 0 0
0 1 0 0
0 0 1 0

 . (6)
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P r o o f. The proof is by induction on n. For p = 3, k = 2, and
n = 4 we have

(ω3(2))
4 =


7 −6 −1 −10
5 −3 −1 −6
3 −1 0 −4
2 −1 1 −2



=


HJ7(2, 3) −2HJ7(2, 3) +HJ8(2, 3)
HJ6(2, 3) −2HJ6(2, 3) +HJ7(2, 3)
HJ5(2, 3) −2HJ5(2, 3) +HJ6(2, 3)
HJ4(2, 3) −2HJ4(2, 3) +HJ5(2, 3)

−2HJ5(2, 3) +HJ6(2, 3) −2HJ6(2, 3)
−2HJ4(2, 3) +HJ5(2, 3) −2HJ5(2, 3)
−2HJ3(2, 3) +HJ4(2, 3) −2HJ4(2, 3)
−2HJ2(2, 3) +HJ3(2, 3) −2HJ3(2, 3)

 .

Assume the statement holds for n = t. Then for n = t+ 1

(ω3(2))
t+1 =


2 −1 1 −2
1 0 0 0
0 1 0 0
0 0 1 0



×


HJt+3(2, 3) −2HJt+3(2, 3) +HJt+4(2, 3)
HJt+2(2, 3) −2HJt+2(2, 3) +HJt+3(2, 3))
HJt+1(2, 3) −2HJt+1(2, 3) +HJt+2(2, 3)
HJt(2, 3) −2HJt(2, 3) +HJt+1(2, 3)

−2HJt+1(2, 3) +HJt+2(2, 3) −2HJt+2(2, 3)
−2HJt(2, 3) +HJt+1(2, 3) −2HJt+1(2, 3)
−2HJt−1(2, 3) +HJt(2, 3) −2HJt(2, 3)
−2HJt−2(2, 3) +HJt−1(2, 3) −2HJt−1(2, 3)



=


HJt+4(2, 3) −2HJt+4(2, 3) +HJt+5(2, 3)
HJt+3(2, 3) −2HJt+3(2, 3) +HJt+4(2, 3))
HJt+2(2, 3) −2HJt+2(2, 3) +HJt+3(2, 3)
HJt+1(2, 3) −2HJt+1(2, 3) +HJt+2(2, 3)

−2HJt+2(2, 3) +HJt+3(2, 3) −2HJt+3(2, 3)
−2HJt+1(2, 3) +HJt+2(2, 3) −2HJt+2(2, 3)
−2HJt(2, 3) +HJt+1(2, 3) −2HJt+1(2, 3)
−2HJt−1(2, 3) +HJt(2, 3) −2HJt(2, 3)

 .

2
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Using (6), we have ω3(2) = −2, so the determinant of (ω3(2))
n is

equal to (−2)n. Let ωp(2) = [mi,j](p+1)×(p+1) be the companion matrix
for the Hadamard-type generalized Jacobsthal-Pell (2, p)−sequences. It
can be readily established by induction on n that for p ≥ 4 and n ≥ p+1

(ωp(2))
n =


HJn+p(2, p) −2HJn+p(2, p) +HJn+p+1(2, p)
HJn+p−1(2, p) −2HJn+p−1(2, p) +HJn+p(2, p)

...
...

HJn+1(2, p) −2HJn+1(2, p) +HJn+2(2, p)
HJn(2, p) −2HJn(2, p) +HJn+1(2, p)

−2HJn+p+1(2, p) +HJn+p+2(2, p) · · ·
−2HJn+p(2, p) +HJn+p+1(2, p) · · ·

...
. . .

−2HJn+2(2, p) +HJn+3(2, p) · · ·
−2HJn+1(2, p) +HJn+2(2, p) · · ·

−2HJ2n+p−4(2, p) +HJ2n+p−3(2, p)
−2HJ2n+p−5(2, p) +HJ2n+p−4(2, p)

...
−2HJn+p−2(2, p) +HJn+p−1(2, p)
−2HJn+p−3(2, p) +HJn+p−2(2, p)

−2HJn+p−2(2, p) +HJn+p−1(2, p) −2HJn+p−1(2, p)
−2HJn+p−3(2, p) +HJn+p−2(2, p) −2HJn+p−2(2, p)

...
...

−2HJn−1(2, p) +HJn(2, p) −2HJn(2, p)
−2HJn−2(2, p) +HJn−1(2, p) −2HJn−1(2, p)

 .

Lemma 3.2. Let g(x) be the generating function of the Hadamard-
type generalized Jacobsthal-Pell (2, p)−sequences. Then

g(x) =
xp

1− 2x+ xp−1 − (k − 1)xp + kxp+1
· (7)
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P r o o f. We have

g(x) =
∞∑
n=1

HJn+p+1(k, p)x
n

= 2HJn+p(k, p)−HJn+2(k, p) + (k − 1)HJn+1(k, p)− kHJn(k, p)

= xp +
∞∑

n=p+1

2HJn+p(k, p)−HJn+2(k, p) + (k − 1)HJn+1(k, p)− kHJn(k, p)x
n

= xp +
∞∑

n=p+1

2HJn+p(k, p)−
∞∑

n=p+1

HJn+2(k, p) +
∞∑

n=p+1

(k − 1)HJn+1(k, p)

−
∞∑

n=p+1

kHJn(k, p)x
n

= xp + 2x
∞∑
n=1

HJn+p(k, p)− xp−1

∞∑
n=1

HJn+2(k, p) + (k − 1)xp

∞∑
n=1

HJn+1(k, p)

− kxp+1

∞∑
n=1

HJn(k, p)x
n

= xp + 2xg(x)− xp−1g(x) + (k − 1)xpg(x)− kxp+1g(x).

2

Theorem 3.1. The Hadamard-type generalized Jacobsthal-Pell
(2, p)−sequences {HJn(k, p)} have the following exponential represen-
tation

g(x) = xp exp
∞∑
i=1

(x)i

i
(2− xp−2 + (k − 1)xp−1 − kxp)i,

where p ≥ 5.

P r o o f. Using (6), we have

ln g(x) = lnxp − ln(1− 2x+ xp−1 − (k − 1)xp + kxp+1),
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and since

− ln (1− 2x+ xp−1 − (k − 1)xp + kxp+1)

= −[−x(2− xp−2 + (k − 1)xp−1 − kxp)

− 1

2
x2(2− xp−2 + (k − 1)xp−1 − kxp)2

− · · · − 1

i
xi(2− xp−2 + (k − 1)xp−1 − kxp)i − · · · ]

=
∞∑
i=1

(x)i

i
(2− xp−2 + (k − 1)xp−1 − kxp)i,

the result follows. 2

The following lemma can easily be proven by induction on s.

Lemma 3.3. For s, p ∈ N, and n ≥ p+ 1 we have

(ωp(3))
n(ωp(3))

s = (ωp(3))
n+s(= ωp(3))

s(ωp(3))
n.

4. An RSA cryptosystem using the generalized Jacobsthal
sequences and generalized Pell numbers

In this section, we introduce two RSA algorithms using the gener-
alized Jacobsthal-Pell (k, p)−sequences and Hadamard-type generalized
Jacobsthal-Pell (k, p)−sequences. Then the security of these algorithms
is examined.

First, for p ≥ 3 and m ≥ 2 we give an RSA algorithm using the gener-
alized Jacobsthal-Pell (3, p)−sequences. Alice and Bob agree on a public
key ((Γp(3)),m) and a secret key d := (Γp(3))

−n, n a positive integer.
Alice chooses (Γp(3))

n and computes C = M × (Γp(3))
n ≡ C (mod m)

where M = (Γp(3))
i, i ≥ 3, is the plaintext, and sends this to Bob. He

uses the secret key d to obtain C × (Γp(3))
−n ≡ M (mod m). The algo-

rithm steps are given below and illustrated in Fig. 1.

Algorithm 1

(1) Alice and Bob agree on a public key ((Γp(3)),m) and secret key
d := (Γp(3))

−n, n a positive integer.
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(2) Using (Γp(3))
n with the plaintext M = (Γp(3))

i (mod m), Alice
calculates C = M × (Γp(3))

n ≡ C (mod m) and sends this to
Bob.

(3) Bob uses the secret key d to obtain C× (Γp(3))
−n ≡ M (mod m).

Figure 1. Algorithm 1

Lemma 4.1. The message M is obtained by Bob after decrypting
the ciphertext C.

P r o o f. We have that C × d ≡ M (mod m) so

C ≡ M × (Γp(3))
n (mod m).

From Theorem 11

C × (Γp(3))
−n = (Γp(3))

i+n × (Γp(3))
−n = (Γp(3))

i (mod m).

2
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Example 4.1. Alice and Bob agree on a public key ((Γ3(3)), 5) and
a secret key d := (Γ3(3))

−6. Using (Γ3(3))
n with the plaintext

M = (Γ3(3))
8 =


1471 −14310 −29048 160 −14454 −14562
4854 −4625 −9456 76 −4694 −4746
1582 −1474 −3043 36 −1506 −1530
510 −458 −964 17 −474 −486
162 −138 −296 8 −145 −150
50 −38 −88 4 −42 −45



=


1 0 2 0 1 3
4 0 4 1 1 4
2 1 2 1 4 0
0 2 1 2 4 4
2 2 4 3 0 0
0 2 2 4 3 0

 (mod 5),

Alice calculates

C = (Γ3(3))
8 × (Γ3(3))

6

=


1 0 2 0 1 3
4 0 4 1 1 4
2 1 2 1 4 0
0 2 1 2 4 4
2 2 4 3 0 0
0 2 2 4 3 0

×


1582 −1474 −3043 36 −1506 −1530
510 −458 −964 17 −474 −486
162 −138 −296 8 −145 −150
50 −38 −88 4 −42 −45
15 −10 −23 2 −11 −12
4 −1 −6 1 −2 −3



=


3 2 4 2 2 4
2 0 4 1 0 1
3 0 3 2 2 1
3 1 3 1 4 4
2 0 3 0 4 3
4 4 4 2 1 2

 (mod 5),
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and sends this to Bob. Bob uses the secret key d to obtain

C × d =


3 2 4 2 2 4
2 0 4 1 0 1
3 0 3 2 2 1
3 1 3 1 4 4
2 0 3 0 4 3
4 4 4 2 1 2

×


1582 −1474 −3043 36 −1506 −1530
510 −458 −964 17 −474 −486
162 −138 −296 8 −145 −150
50 −38 −88 4 −42 −45
15 −10 −23 2 −11 −12
4 −1 −6 1 −2 −3



−6

=


1 0 2 0 1 3
4 0 4 1 1 4
2 1 2 1 4 0
0 2 1 2 4 4
2 2 4 3 0 0
0 2 2 4 3 0

 (mod 5).

The Hadamard-type generalized Jacobsthal-Pell (2, p)−sequences are
now used in an RSA algorithm. Alice and Bob agree on a public key
((ωp(2)),m) and a secret key d := (ωp(2))

−n, n a positive integer. Alice
chooses (ωp(2))

n and computes C = M × (ωp(2))
n ≡ C (mod m) where

M = (ωp(2))
i, i ≥ 3, is the plaintext, and sends this to Bob. He uses

the secret key d to obtain C × (ωp(2))
−n ≡ M (mod m). The algorithm

steps are given below and illustrated in Fig. 2.

Algorithm 2

(1) Alice and Bob agree on a public key ((ωp(2)),m) and secret key
d := (ωp(2))

−n, n a positive integer.
(2) Using (ωp(2))

n with the plaintext M = (ωp(2))
i (mod m), Alice

calculates C = M × (ωp(2))
n ≡ C (mod m) and sends this to

Bob.
(3) Bob uses the secret key d to obtain C× (ωp(2))

−n ≡ M (mod m).

Lemma 4.2. In Algorithm 2, the message M is obtained by Bob
after decrypting the ciphertext C.

P r o o f. The proof is similar to that of Lemma 4.1 and so is omitted.
2
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Figure 2. Algorithm 2

Example 4.2. Alice and Bob agree on a public key ((ω3(2), 5) and
a secret key d := ((ω3(2))

−7. Using ((ω3(2))
7 and the plaintext M

M = ((ω3(2))
3 =


5 −3 −1 −6
3 −1 0 −4
2 −1 1 −2
1 0 0 0

 =


0 2 4 4
3 4 0 1
2 4 1 3
1 0 0 0

 (mod 5),

Alice calculates

C = (ω3(2)
3 × (ω3(2)

7 =


0 2 4 4
3 4 0 1
2 4 1 3
1 0 0 0

×


4 −14 −8 −16
8 −11 −6 −16
8 −8 −3 −14
7 −6 −1 −10



=


1 7 2 2
4 2 1 3
1 2 4 0
0 1 2 4

 (mod 5),
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and sends this to Bob. Bob uses the secret key d to obtain

C × d =


1 7 2 2
4 2 1 3
1 2 4 0
0 1 2 4

×


4 −14 −8 −16
8 −11 −6 −16
8 −8 −3 −14
7 −6 −1 −10


−7

=


0 2 4 4
3 4 0 1
2 4 1 3
1 0 0 0

 (mod 5).

4.1. Security analysis. We now consider attacks on the proposed cryp-
tosystem and compare it with the original RSA algorithm. Attacks on
the RSA algorithm include:

(1) known plaintext attacks
(2) chosen ciphertext attacks
(3) factorization attacks
(4) encryption key attacks
(5) decryption key attacks.

Since Algorithms 1 and 2 use large matrices, a brute force attack is
considered as in [5, 24]. In this attack, all possible matrices should be
considered. In Algorithms 1 and 2, (Γp(2)) and (ωp(3)) are employed,
respectively. The general linear group GLλ(Fq), q prime, consists of all
invertible matrices of order λ × λ over Fq [10]. Since the matrices used
to create the keys are invertible, the number of keys is equal to the order
of the general linear group

| GLλ(Fq) |= (qλ − qλ−1)(qλ − qλ−2) · · · (qλ − 1).

For λ a large number and q a very large prime, the number of keys is
extremely large.

Example 4.3. Consider (Γp(2)). Since (Γp(2)) is a (p+3)× (p+3)
matrix, there are

| GLp+3(Fm) |= (mp+3 −mp+2)(mp+3 −mp+1) · · · (mp+3 −m)(mp+3 − 1),
(8)

matrices.
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(i) If p = 3 and m = 5, the number of keys is

| GL3(F5) |= (56−55)(56−54)(56−53)(56−52)(56−5)(56−1) = 2.26×1017.

(ii) If p = 47 and m = 37, the number of keys is

| GL50(F37) |= (3750−3749)(3750−3748) · · · (3750−37)(3750−1) = 3.1×103920.

Example 4.4. For Algorithm 2, the number of keys using (ωp(3)) is

| GLp+1(Fm) |= (mp+1−mp)(mp+1−mp−1) · · · (mp+1−m)(mp+1−1). (9)

(i) If p = 2 and m = 3, we have

| GL3(F3) |= (33 − 32)(33 − 3)(33 − 1) = 11232.

(ii) if p = 49 and m = 37, we have

| GL50(F37) |= (3750−3749)(3750−3748) · · · (3750−37)(3750−1) = 3.1×103920.

If m is a very large prime number and p is a large integer, the number
of keys makes it intractable for an attacker to consider all possible keys.
Thus, this algorithm has higher security compared to the original RSA
algorithm.

Consider the following attacks.

1. Side channel attack: In a side channel attack, the cryptographic
system is broken using information that is accidentally leaked or
maliciously obtained. In the proposed algorithm, the public key is
a matrix with very large size and m is a very large prime number.
Thus, it would be very time consuming and unlikely to provide
complete information, and so is not feasible.

2. Timing attack: This is a type of side channel attack in which
the attacker tries to compromise the cryptographic system by
analyzing the time taken to execute the algorithm. Because the
keys in the proposed algorithm are in the form of a matrix and
multiplication is employed, accessing the system and obtaining
the required information will be very time-consuming and prone
to errors, so this is not a useful attack.

3. Chosen ciphertext attack: A chosen ciphertext attack is an attack
where the attacker gathers information by obtaining decryptions
of chosen encryptions. As with the others, this attack will be very
time consuming as significant data is required, thus it is infeasible.
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4. Fault attack: In this approach, the attacker intentionally intro-
duces faults or errors into the cryptographic system to exploit vul-
nerabilities and extract information. Considering that the keys
are very large, the calculations will likely be done on very powerful
computer systems. Thus, accessing and damaging these systems
is not viable.

5. Conclusion

We introduced two new sequences from the generalized Pell (p, i)−
numbers and generalized Jacobsthal numbers. Matrices were obtained
from these sequences and they were used to develop RSA algorithms.
This is the first application of these sequences in a cryptosystem. The
RSA algorithms were explained with examples, and they were shown to
have high security. These algorithms can be implemented with other
sequences such as Fibonacci and Pell like sequences and their generaliza-
tions that have simple periodicity [14, 20, 21].
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